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Abstract 
Education is a cornerstone of societal progress, equipping people with essential skills and knowledge. In today’s dynamic 
global society, personalized learning experiences are crucial. Data-driven methodologies, especially Educational Data 
Mining (EDM), play pivotal roles. This study employs machine learning algorithms to predict specializations for Greek 
high school students based on their previous grades. The aim is to provide a practical tool for educators and parents, aiding 
in the optimal selection of specializations. The paper outlines the methodology, presents comparative study results, and 
concludes with insights into the potential impact on educational decision-making. This research advances the integration 
of data-driven approaches in education, enhancing students’ learning experiences and prospects. 
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1. Introduction 

One of the primary foundations of society development 
is education, which gives people the knowledge and 
abilities they need to function in a constantly changing 
environment. It is universally acknowledged as the 
essential component of economic progress (Chang, 
Chen, & Xiong, 2018; Alani, Yawe & Mutenyo, 2022), 
societal improvement and personal development 
(Zheng, 2023), making it a fundamental human right. It 
is more than just a process of acquiring information, but 
mostly a transformative journey that enables people to 
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think critically, to confront complex problems and 
generally, to make significant contributions to their 
communities (Kurnia, 2021). In today’s interconnected 
global society, the role of education has become even 
more pivotal, as it equips people with the tools they need 
to navigate a complicated and rapidly evolving 
environment (Schleicher, 2018). Owing to these 
conditions, teachers are required to modify the 
curriculum and address the particular requirements and 
learning preferences of a broad spectrum of students 
(Kilag, Comighud, Amontos, Damos & Abendan, 2023). 
As a result, dynamic, customized learning experiences 
replace conventional, one-size-fits-all methods. This 
shift is supported by the integration of data-driven 
methodologies, which provide valuable insights into 
how students learn, what interests them, and where they 
may need additional support, which lead educators and 
institutions to increasingly using innovative 
technologies and approaches in their quest to optimize 
learning experiences and outcomes (Siemens & Long, 
2011). Data mining is one such effective technique 
(Romero & Ventura, 2007). 
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Data mining is the process of discovering valuable 
patterns, dependencies, insights, and knowledge from 
datasets that contain large amount of data (Chen, Abtahi, 
Carrero, Fernandez-Llatas & Seoane, 2023). More 
precisely, it involves employing a variety of computer 
tools, statistical algorithms, and machine learning 
approaches that facilitate the extraction of information, 
hidden relationships and correlations from raw data, that 
at first glance may not be immediately apparent (Mittal, 
Shuja & Zaman, 2016). Data mining encompasses a 
wide range of techniques to extract valuable insights 
from large datasets such as classification (Dol Aher & 
Jawandhiya, 2023;Tsimpiris & Kugiumtzis, 2012a; 
Kaur, Singh & Josan, 2015), association (Antonello et 
al., 2021), decision trees (Jin, Li, Ma & Wang, 2022), 
clustering analysis (Romanazzi, Scocciolini, Savoia & 
Buratti, 2023; Papaioannou et al., 2023b; Hartigan & 
Wong, 1979; Correa-Morris, Urra Yglesias & Puente, 
2023), neural networks (Papaioannou et al., 2023a; 
Rutkowska et al., 2023), random forest (Schnitzler, Ross 
& Gloaguen, 2019), k-nearest neighbors (Tsimpiris, 
Vlachos, & Kugiumtzis, 2012b) etc. In general, this 
process is essential in diverse fields such as business 
(Wang, Omar, Alotaibi, Daradkeh & Althubiti, 2022), 
healthcare (Jothi, Abdul Rashid & Husain, 2015), 
finance (Jin & Hu, 2022), and education,(Altabrawee, 
Ali, & Qaisar, 2019; Strikas, et al., 2023; Amelia, Gafar 
Abdullah, Mulyadi & Ijost, 2019; Ordoñez-Avila, 
Reyes, Meza, & Ventura, 2023; Aldowah, Al-Samarraie, 
& Fauzy, 2019; Rodrigues, Zárate, & Isotani, 2018), as 
it enables informed decision-making, prediction 
(Sultana, Rani, & Farquad, 2019), and optimization. The 
part that pertains to education is known as educational 
data mining. 
Educational Data Mining (EDM) refers to the 
application of data mining techniques in the field of 
education (Mohamad & Tasir, 2013). EDM aims to 
extract, evaluate, and comprehend knowledge from 
massive datasets related to the teaching and learning 
process (Baker & Yacef, 2009). Information about 
student performance, teaching methods, educational 
materials, and other elements that influence the learning 
process may be included in this. By using data analysis 
techniques such as predictive models and clustering 
algorithms, EDM can provide valuable insights into how 
the teaching and learning process can be improved 
(Peña-Ayala, 2014). Furthermore, it may anticipate the 
needs of the students (Shaik et al., 2022), recommend 
customized strategies, and assist in decision-making to 
improve the learning environment (Chalaris, Gritzalis, 
Maragoudakis, Sgouropoulou, & Tsolakidis, 2014). 
Educational data mining offers a range of impactful 
applications in the field of education such as 
personalized learning paths by analyzing students’ 
learning patterns and preferences (Gobert, Kim, Pedro, 
Kennedy & Betts, 2015), predicting student’s 
performance that enabling the educators to provide 
targeted support and resources (Amrieh, Hamtini & 
Aljarah, 2016; Nabil, Seyam & Abou-Elfetouh, 2021; 
Sandra, Lumbangaol & Matsuo, 2021), and finally 

feedback and assessment improvement by examining 
how students respond to one another and their 
interactions (Gushchina & Ochepovsky, 2020). 
In this paper we will use machine learning algorithms to 
predict the specialization that Greek high school 
students will follow. In Greece, in the end of the first 
year of high school, students have the opportunity to 
select one of the available offered specializations. The 
specializations provide students with the ability to delve 
deeper into specific fields of knowledge and prepare 
them for the national examinations based on the subjects 
related to their chosen specialization. Each 
specialization includes different courses and leads to 
different career options. Here, we will focus on 
theoretical and practical specializations. The theoretical 
and practical specializations are two different directions 
within the educational system, during high school, that 
offer different courses and prepare students for different 
educational and professional paths.  
The theoretical specialization focuses on theoretical 
knowledge and analysis. It includes subjects like 
Literature, History, Philosophy, Foreign Languages, 
Ancient Greek and it is suitable for students that are 
interested in humanities and social sciences and 
philosophy, as well as for those planning to pursue 
professional paths that require a strong understanding 
and analysis of theoretical principles.  
The practical specialization emphasizes practical 
applications, mathematics and physical sciences. It 
includes subjects like Mathematics, Physics, Chemistry, 
Biology, Computer Science, and Technology. It is 
suitable for students interested in sciences and 
technology and who aim to pursue paths that require 
practical applications and data analysis.  
The problem is that students often struggle with 
selecting the most suitable specialization, leading to 
choices that do not align with their strengths and 
interests. This misalignment can result in poor academic 
performance and decreased motivation. Research 
indicate that students typically struggle with this 
decision-making process, highlighting the necessity of a 
more supervised approach (Kallio, 1995).  
To address this issue, machine learning is employed to 
develop a scalable and reliable system that can 
effectively generalize to new data and offer students 
tailored recommendations based on their academic 
performance. A variety of machine learning algorithms 
are utilized, including Random Forest, Naive Bayes, 
Support Vector Machines (SVM), Neural Networks, 
Logistic Regression, k-Nearest Neighbors (kNN), and 
CN2 Rule Induction. These algorithms will analyze 
students’ previous grades, obtained when they all 
attended the same courses, in order to predict their future 
specializations. In summary, the primary aim of this 
article is to explore the potential of becoming a 
straightforward and valuable tool for educators and 
parents, that suggests the optimal choice of 
specialization for students, leveraging their performance 
in various courses from previous years. To the best of 
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our knowledge, there is no existing literature specifically 
addressing this issue within the Greek educational 
system. 
The rest of the paper is structured as follows: Section 2 
introduces the fundamental elements of the theory and 
methodology employed. Section 3 presents the results of 
the comparative study and finally, Section 4 offers the 
conclusions. 

2. Methods 

The primary objective of this study is to develop a model 
for predicting the specialization that Greek high school 
students should pursue. This involves leveraging 
historical data from nine distinct courses and employing 
machine learning algorithms to identify the most 
effective approach. To achieve this, a variety of 
supervised machine learning algorithms including 
Random Forest, Naive Bayes, Support Vector Machines 
(SVM), Neural Networks, Logistic Regression,  
k-Nearest Neighbors (kNN) and CN2 Rule Induction, 
are utilized. The evaluation of the methods will be 
conducted using confusion matrices, accuracy, and 
additional metrics provided by Orange (described in 
detail below). The entire procedure is executed using the 
Orange machine learning software. 
Orange is a platform of open-source machine learning 
and data mining tools (Demšar et al., 2013). Predictive 
modeling, data preprocessing, visualization and other 
data analysis tasks are all made possible by its 
comprehensive toolkit and user-friendly interface. 
Orange is made to be user-friendly for both beginner and 
experienced data scientists, enabling users to create 
machine learning models and deal with data efficiently, 
without requiring a deep understanding of programming. 
Additionally, Orange offers a visual programming 

interface that allows users to create data workflows and 
perform complex analyses with ease. A workflow in 
Orange is a sequence of interconnected data processing 
and analysis components, that are performed in a 
particular order on a dataset. These elements – also 
referred to as widgets – may comprise tools for 
evaluation, modeling, preprocessing, data loading, and 
visualization.  
This process included projecting their distributions, 
identifying missing values, and calculating key metrics 
such as mean, median, dispersion, minimum and 
maximum values. Then, the data sampler split the 
dataset into training and testing subsets. This was crucial 
for evaluating the performance of the models on unseen 
data, ensuring that the models generalized well.  
Subsequently, several supervised learning algorithms 
were employed to predict the students’ future 
specializations based on their grades. Specifically, 
Random Forest (RF), Naive Bayes (NB), Support Vector 
Machines (SVM), Neural Networks (NN), Logistic 
Regression (LOGR), k-Nearest Neighbors (kNN), and 
CN2 Rule Induction (CN2) were employed (see Section 
2.2 for a detailed description of the parameters used). 
Finally, the models were evaluated using the ‘Test and 
Score’ widget. This step involved training each model 
on the training subset and testing it on the testing subset 
to assess its performance. The actual specialization 
chosen by each student, served as the target variable for 
the supervised learning models. This means that the 
models were trained to predict this specific outcome 
based on the input features, which were the grades from 
nine courses (Modern Greek Literature, Modern Greek 
Language, Ancient Greek Language, Algebra, 
Geometry, Physics, Chemistry, Biology, and History), 
serving as the independent variables. After training, the 
models could forecast the most probable specialization 
for new students, based on their grades in the same set 

 

 
Figure 1 - Workflow in Orange. 
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of courses. To evaluate the performance of the models, 
metrics such as confusion matrix, area under ROC curve 
(AUC), classification accuracy (CA), F1, Precision 
(Prec), Recall and Matthews correlation coefficient 
(MCC) were employed. 

2.1 Dataset 
The Dataset in this paper consists of 530 records of 11 
features each. Each record refers to a student. 
Specifically, they pertain to data from Greek students in 
the first year of high school from a High school in Serres, 
during the academic years 2013/2014-2021/2022. Each 
record has 11 features, such as the ID, the chosen 
specialization, and grades from nine courses, 
specifically Modern Greek Literature, Modern Greek 
Language, Ancient Greek Language, Algebra, 
Geometry, Physics, Chemistry, Biology, and History. 
These courses were selected because they are the 
subjects taken by students in Greece during the 
Panhellenic exams. The grades in these subjects 
ultimately determine their admission to university. 
While the focus was on the grades of these subjects, 
other potential features, such as attendance records, 
participation in extracurricular activities, and socio-
economic background, were considered. However, these 
were either not available or not consistent across all 
records, leading to their exclusion from the current 
dataset. For each subject, the possible marks range from 
0 to 20. The dataset was divided into training set and test 
set. The training set, which was used to train the different 
machine learning algorithms, consists of 530 instances 
randomly selected.  

2.2 Machine Learning Algorithms 
The machine learning algorithms employed, are 
discussed in this section. Each algorithm provides 
unique benefits and faces specific challenges, making 
them ideal for different aspects of prediction and 
analysis. The algorithms and the selected parameters and 
metrics for each algorithm are described below.  
1) Naive Byes: in machine learning, Naive Bayes is a 
robust and popular classification algorithm (Zhang, 
2004). Based on the Bayes theorem, it makes the 
assumption that the attributes/features utilized for 
classification are independent to one another. Naive 
Bayes classifiers are computationally efficient, quickly 
and able to achieve impressive results, especially when 
working with large datasets. However, circumstances in 
which the independence assumption might not hold true, 
can impact the accuracy of the model. 
2) Random Forest: Random Forest is an ensemble 
learning method used for classification, regression and 
other tasks (Breiman, 2001). Decision trees are 
constructed using Random Forest. Each tree is 
developed from a bootstrap sample from the training 
data. The term “Random” refers to the arbitrary subset 
of characteristics that are pulled when creating 
individual trees, from which the optimal attribute for the 
split is chosen. The majority vote from each 
independently formed tree in the forest forms the basis 

of the final model. In this paper, the parameters are set 
as follows: the number of trees is set to ten, the minimum 
subset size for splits is five, and the number of attributes 
considered at each split is five. 
3) SVM: Support Vector Machines (SVMs) are 
supervised learning algorithms used for both 
classification and regression tasks (Cortes & Vapnik, 
1995). SVMs operate by finding the optimal hyperplane 
in a high-dimensional feature space that maximally 
separates the different classes of data points. This 
hyperplane is determined by selecting support vectors, 
which are the data points closest to the decision 
boundary. SVMs are unique in that they can handle data 
that is not linearly separable by using methods such as 
kernel functions, which convert the data into a higher- 
dimensional space where separation is feasible. 
Consequently, this makes SVMs adaptable and efficient 
for a wide range of applications. In this paper, the 
parameters for SVM are set as follows: the cost (C) is set 
to 1, regression loss epsilon to 0.1, numerical tolerance 
to 0.001, iteration limit to 100 and the kernel type is 
radial basis function (RBF). 
4) Neural Networks: Neural networks are computational 
models that consist of interconnected nodes, or neurons, 
that process input data to make predictions and to help 
on decisions (Goodfellow, Bengio & Courville, 2016). 
A weight is assigned to each connection, and it changes 
as the connection is trained in order to take advantage of 
the data. Neural networks are organized in layers, 
including an input layer, hidden layers for complex 
pattern recognition, and an output layer for final 
predictions. In this paper, the parameters for the neural 
network are set as follows: the number of neurons in the 
hidden layer is 100, the selected solver is adam and the 
maximal number of iterations is 200. 
5) Logistic Regression: Logistic regression is a statistical 
technique that predicts the probability of an event 
occurring by considering one or more independent 
variables (Hosmer, Lemeshow & Sturdivant, 2013). It 
employs the logistic function to constrain predictions 
between 0 and 1. In logistic regression, each 
independent variable’s impact on the probability of the 
event is represented by its coefficient. In this paper, the 
parameters for logistic regression are set as follows: the 
regularization type is ridge (L2) and the regularization 
strength (C) is 1. 
6) k-Nearest Neighbors: the k-Nearest Neighbors (kNN) 
algorithm is a versatile and intuitive machine learning 
method (Cover & Hart, 1967). It functions according to 
the similarity principle, in which a new data point is 
categorized in the feature space according to the 
majority class of its k nearest neighbors. The value of k 
is a crucial parameter that determines the number of 
neighbors that will be considered. When decision 
boundaries are complex or hard to specify 
mathematically, k-Nearest Neighbors (kNN) is 
particularly useful. In this paper, the parameters for kNN 
are set as follows: the number of neighbors is 5 and the 
distance metric is Euclidean. 



Predicting student specializations...  Je-LKS, Vol. 20, No. 2 (2024) 
 

© Italian e-Learning Association 
 

23 

7) CN2 Rule Induction: CN2 Rule Induction is a 
machine learning algorithm that is used for classification 
tasks (Clark & Niblett, 1989). It is also particularly well-
suited for generating rule-based models from data. In 
order to forecast the target variable based on the values 
of its attributes, CN2 builds rules iteratively. It adds 
conditions to the rule that maximize information gain, 
starting with the most influential attribute. 
Subsequently, by iteratively taking consideration of new 
attributes, the algorithm improves the rule. This process 
is carried out by CN2 until no further improvements are 
possible. In this paper, the parameters for CN2 Rule 
Induction are set as follows: rule ordering is ordered, the 
covering algorithm is exclusive, the evaluation measure 
is entropy, the beam width is 5, the minimum rule 
coverage is 1, and the maximum rule length is 5. 

3. Results 

In this section the results are presented. As mentioned 
above, the primary focus of this research is to evaluate 
various machine learning algorithms for assessing the 
selection of specialization of Greek high school 
students. To accomplish this, a variety of machine 
learning algorithms including Random Forest (RF), 
Naive Bayes (NB), Support Vector Machines (SVM), 
Neural Networks (NN), Logistic Regression (LOGR), k-
Nearest Neighbors (kNN), and CN2 Rule Induction 
(CN2) were employed. Tenfold cross validation was 
used to evaluate the prediction accuracy. The dataset 
consists of records (greek high school students) of 11 
features each. The performance of the model was 
measured from different metrics, using tenfold cross 
validation. In a 10-fold cross-validation with 530 
records, each fold will have approximately 53 records 
(since 530 divided by 10 is 53). During each fold, one-
tenth of the data will be used for testing, which means 
53 records will be used as test set for each fold, while 
the remaining nine folds will be used as training set. This 
process is repeated for each of the folds. Metrics such as 
confusion matrix, area under ROC curve (AUC), 
classification accuracy (CA), F1, Precision (Prec), 
Recall and Matthews correlation coefficient (MCC) 
were employed to evaluate the performance of the 
model. During the development of the model, the grades 
of the courses (Algebra, Biology, etc.) were determined 
as independent variables, while the selected 
specialization was determined as the dependent one. 
In Table 1, the predicted values of the examined models 
and the actual values are presented for five randomly 
selected students. The results for this sample of 5 
students indicate that Neural Networks (NN) and 
Logistic Regression (LOGR) were the most successful, 
as they did not make any mistakes on their predictions 
for the selected instances, whereas all the other 
examined methods made a few mistakes.  
Specifically, for students 1, 3, and 4, all methods 
performed admirably, accurately predicting their chosen 

specializations. Likewise, for students 2 and 5, Neural 
Networks (NN) and Logistic Regression (LOGR) 
excelled, while the other methods (Naive Bayes, k-
Nearest Neighbors, Random Forest, Support Vector 
Machines, and CN2 Rule Induction) encountered 
challenges in accurately predicting the actual selected 
specialization of these students. Naive Bayes (NB) and 
k-Nearest Neighbors (kNN) notably underperformed, as 
they were unable to accurately predict the actual selected 
specialization for students 2 and 5. Random Forest (RF) 
inaccurately estimated the specialization for student 5, 
as while the student chose theoretical, the estimation of 
RF was practical. Similarly, Support Vector Machines 
(SVM) and CN2 Rule Induction (CN2) incorrectly 
predicted the choices for student 2, since they predicted 
theoretical while the student actually chose practical.  
These findings are also supported by Table 2, which 
summarizes the success rates achieved by each 
algorithm, assessed through a range of performance 
measures employed in this study. Specifically, Neural 
Networks and Logistic Regression outperformed other 
machine learning methods across all metrics considered. 
 
Table 1 - Predicted and Actual Specializations for a sample of 5 
students. T refers to Theoretical, while P refers to Practical. 

St
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ID
 

L
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G
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kN
N

 

N
B

 

SV
M

 

N
N

 

C
N

2 

A
ct

ua
l 

1 2058 T T T T T T T T 
2 2059 P P T T T P T P 
3 2061 P P P P P P P P 
4 2062 P P P P P P P P 
5 2066 T T P P T T T T 

 
Table 2 - Performance metrics for the examined machine learning 
algorithms. 

Model AUC CA F1 Prec Recall MCC 
SVM 0.75 0.70 0.70 0.72 0.70 0.37 
RF 0.76 0.72 0.72 0.71 0.72 0.36 
NN 0.83 0.76 0.76 0.76 0.76 0.46 
NB 0.70 0.67 0.68 0.69 0.67 0.31 

LOGR 0.83 0.76 0.75 0.75 0.76 0.45 
kNN 0.73 0.70 0.70 0.69 0.70 0.32 
CN2 0.69 0.65 0.65 0.65 0.65 0.24 

 
They performed equally well in terms of Area Under the 
ROC Curve (AUC), Classification Accuracy (CA), and 
Recall, achieving impressive scores of 0.83, 0.76, and 
0.76, respectively. When it comes to F1, Precision 
(Prec), and Matthews Correlation Coefficient (MCC), 
Neural Networks exhibited a slight advantage over 
Logistic Regression, boasting a 0.01 improvement. 
Random Forest emerged as the third-best performer in 
terms of AUC, CA, F1 and Recall achieving 0.76 for 
AUC and consistently achieving 0.72 for the rest 
performance measures. Support Vector Machine (SVM) 
claimed the third spot in terms of Precision and 
Matthews Correlation Coefficient (MCC), achieving 
scores of 0.72 and 0.37 respectively, an incremental 
improvement of 0.01 over Random Forest. Additionally, 
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it’s worth noting that k-Nearest Neighbors (kNN) 
demonstrated a performance that closely aligned with 
Support Vector Machine (SVM) and Random Forest. 
However, it consistently lagged behind both SVM and 
Random Forest. Similarly, Naive Bayes showed 
performance closely aligned with kNN and both of them 
performed better compared to CN2, which performed 
less optimally for this specific task, registering the 
lowest scores across all performance measures 
employed in this study. Notably, CN2 consistently 
underperformed in this specific task, demonstrating 
scores that were 0.10 to 0.2 lower than the counterparts 
of Neural Networks and Logistic Regression in the 
examined measures. 
From the Confusion matrix presented in Table 3, it is 
observed that Logistic Regression algorithm classifies 
correctly 401 from a total of 530 instances (76%).  
Specifically, it accurately identifies 307 out of 351 
students who have opted for practical specialization, 
demonstrating a strong accuracy rate of 87%. On the 
other hand, it exhibits a noticeably lower accuracy of 
52% (94 out of 179) in correctly classifying students 
who have chosen theoretical specialization. 
This suggests that the algorithm excels in predicting 
students inclined towards practical specialization, while 
facing relatively more challenge in accurately predicting 
those leaning towards theoretical specialization. 
A similar trend is observed with the Neural Network 
algorithm (Table 4), as reflected in its confusion matrix, 
which closely resembles that of logistic regression. 
Notably, the Neural Network successfully classifies one 
additional student who has opted for theoretical 
specialization. A similar pattern is evident in the case of 
Random Forest, kNN, and CN2 rule inducer algorithms, 
as depicted in Tables 5, 6 and 7 respectively. These 
algorithms exhibit a comparable performance pattern to 
that of Logistic Regression and Neural Network, further 
emphasizing their effectiveness in predicting student 
that have chosen practical specialization. 
This pattern experiences a subtle shift when considering 
the SVM and Naive Bayes algorithms, particularly in 
their accuracy in predicting students who have chosen 
theoretical specialization. Specifically, in Table 8, it is 
observed that SVM accurately identifies 253 out of 351 
students who have opted for practical specialization, 
demonstrating an accuracy rate of 72%, while it exhibits 
a slightly lower accuracy of 61% (109 out of 179) in 
correctly classifying students who have chosen 
theoretical specialization. However, this percentage of 
accurate classification for students with theoretical 
specialization is comparatively higher than that achieved 
by other machine learning algorithms. 
A similar trend is observed with the Naive Bayes 
algorithm (Table 9), as reflected in its confusion matrix, 
which closely resembles that of SVM. 
 
 
 

Table 3 - Confusion matrix of the Logistic Regression algorithm. 

Logistic Regression  
algorithm Practical Theoretical 

Practical 307 44 

Theoretical 85 94 

 
Table 4 - Confusion matrix of the Neural Network algorithm. 

Neural Network 
algorithm Practical Theoretical 

Practical 307 44 

Theoretical 84 95 

 
Table 5 - Confusion matrix of the Random Forest algorithm. 

Random Forest 
algorithm Practical Theoretical 

Practical 303 48 

Theoretical 89 90 

 
Table 6 - Confusion matrix of the kNN algorithm. 

kNN  
algorithm Practical Theoretical 

Practical 295 56 

Theoretical 94 85 

 
Table 7 - Confusion matrix of the CN2 Rule Inducer algorithm. 

CN2 Rule Inducer 
algorithm Practical Theoretical 

Practical 280 71 

Theoretical 84 95 

 
 
Table 8 - Confusion matrix of the SVM algorithm. 

SVM 
algorithm Practical Theoretical 

Practical 253 98 

Theoretical 70 109 

 
Table 9 - Confusion matrix of the Naïve Bayes algorithm. 

Naïve Bayes  
algorithm Practical Theoretical 

Practical 252 99 

Theoretical 70 109 
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4. Discussion and Conclusions 

This study compared seven machine learning algorithms 
to investigate their accuracy in assessing the choice of 
specialization of Greek students in the end of the first 
year of high school. The data set used consists of 530 
students that described by 11 features, such as id, chosen 
specialization and their final grades in nine core subjects 
in the first year of high school. Metrics such as confusion 
matrix, area under ROC curve (AUC), classification 
accuracy (CA), F1, Precision (Prec), Recall and 
Matthews correlation coefficient (MCC) were employed 
to evaluate the performance of the model. As for the 
results, on testing data, Neural Networks outperformed 
other machine learning methods across all metrics 
considered, followed by Logistic regression which was 
slightly worse when it comes to F1, Precision and 
Matthews Correlation Coefficient (MCC). In general, all 
the methods examined showed decent classification 
accuracy, as even CN2 rule inducer which was the worst 
compared to the other machine learning algorithms, 
achieved an accuracy of 65%. Neural Network which 
was the best overall achieved 76% accuracy.  
Confusion matrices confirm that the class (Practical 
specialization) with larger sample size had improved 
classification accuracy, contrary to the class with fewer 
records (Theoretical specialization) for which the 
algorithms performed poorer. In summary, the results 
suggest that although challenging, automatic and 
accurate prediction of the specialization that students 
will select is feasible. Nevertheless, it could be further 
improved by using a larger and more diverse dataset, 
which could include additional relevant features such as 
attendance records, participation in extracurricular 
activities, and socio-economic background.  
Additionally, examining other machine learning 
algorithms or even ensemble methods that combine 
multiple models could improve the prediction accuracy. 
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