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LEARNING IN SMART ENVIRONMENTS

Research on narrative and interaction with pedagogical studies which refer 
to disciplines that require strong immersion for the acquisition of knowledge 
in areas such as museum education lead scholars to question the importance 
of perspective taking. This work represents the evolution for educational 
purposes of a narrative video game designed for the measurement of 
perspective taking skills. Perspective taking skills, or the ability to 
change point of view, involve the need for a mental rotation, in relation 
to the environment or to an object in the environment, while maintaining 
a main perspective environment in question. This is the key feature, for 
Alain Berthoz, of empathy. Empathy is a dynamic process that requires a 
doubling, it is to adopt an egocentric point of view, but after an allocentric 
manipulation, while inhibiting the emotional contagion, which is rather typical 
of sympathy. Empathy is a process considered to be particularly relevant in 
the field of education. Historically, the interest of the educational community 
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focused on the empathic abilities of the teacher, primarily due to the influence of the work of Carl 
Rogers. The main goal of this research is to design an smart environment that allows to intervene in 
adaptive way on the empathic abilities of the students, working on their perspective taking skills, and 
to analyze the different building blocks that may be used to create the proposed educational tools. The 
prototype of the narrative game from which this study started is aimed at assessing the age at which 
students develop perspective-taking and mental rotation skills. The present study shifts the focus of 
research from skills measuring to skills training. The specific educational needs have led to a complete 
re-design of the application and to the introduction of a semantic layer that can adaptively support 
user whit ad hoc feedback. This paper presents the spatial theory of empathy framework, describes 
the narrative game prototype, an smart environment aimed at measuring the perspective taking skills, 
and introduces the design of a specific ontology for the educational version.

This research was partly funded by the Spanish Government through the project TIN2013-45303-P 
“ICT-FLAG” (Enhancing ICT education through Formative assessment, Learning Analytics and 
Gamification).

1 The Child’s Conception of Space 
Jean Piaget argued, within the theory of spatial thinking development stages, 

that the child is able to imagine different views from his own no earlier than 
seven or eight years of age; in other words, about seven / eight years of age the 
child acquires the ability to manipulate spatial points of view.

The original ideas of Piaget on mental development have focused on ego-
centrism in early childhood, on the basis of experimental studies, such as 
the famous three mountains problem (Piaget & Inhelder, 1948). In the three 
mountains test, a child must indicate the point of view of an observer who is 
in a different location.

Fig. 1a – The three mountains problem
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Fig. 1b – Piaget’s view
 

Fig. 1c – The child’s view

Using this paradigm, children up to 7 years, do not seem to have the ability 
to assess a point of view other than their own.

Only when the children reach the stage of concrete operations, between 7 
and 12 years of age, they acquire the ability to “decentralization”. This allows 
them to take into account multiple aspects of a task to solve it. According to 
Piaget, egocentrism, defined as inability to decentralize and to take the per-
spective of another person, is the norm in young children. The terminology 
of Piaget has a direct relationship with the study of spatial reference systems.

While navigating in space, in fact, visual, vestibular proprioceptive and 
motor information are combined to extract spatial invariants and to draw a 
representation of the environment. A key concept in the field of spatial proces-
sing regards the definition of the reference systems used by the central nervous 
system to interpret the sensory information and to locate objects in space.
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2 Reference Frames
With the words “reference systems” we refer here to coordinate systems 

through which the central nervous system encodes the relative positions of 
objects in space, including that of the body itself (Gaunet & Berthoz, 2000). 
In other words, a reference system is a way of representing the positions of the 
subjects / objects in space.

The spatial position of an object can be represented in the brain with re-
spect to different classes of reference points, which can be related or not to the 
position of the subject.

In a nutshell, we can say that there are two types of transformations of space 
imagery: the allocentric spatial transformations, that involve an object-to-object 
representation system and encode information about the location of an object or 
its parts in relation to other objects, and the egocentric spatial transformations 
that involve a subject-object representation system.

In the allocentric reference system, the information on the position of an 
object is encoded according to the position of other objects. The position of an 
object is relative to the position of other objects. 

 
Fig. 2 – Allocentric reference system

In the egocentric reference system, the information on the position of an 
object is encoded according to the body axes of the subject. The position of an 
object is relative to the position of the subject.

Allocentric and egocentric spatial representations significantly differ. The 
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spatial information provided by an allocentric representation is referred to a 
space external to the perceiver; the information provided by an egocentric 
representation refers to a person who perceives with a defined orientation axis. 

 
Fig. 3 – Egocentric reference system

In particular, the allocentric representation encodes the positions of points in 
space in the internal equivalent of a system of Cartesian or polar coordinates. 
The egocentric representation uses a special polar coordinate system whose 
origin is the ego (the perceiving subject) and the reference axis is the axis of 
orientation of the subject, by encoding the position of a point in terms of di-
stance and angle from the subject.

3 Spatial Theory of Empathy
Piaget’s theory on egocentrism has sparked a lively debate of which Perner 

provides a comprehensive overview (Perner, 1991). Rochat has shown that 
children of 3 years of age are able to discriminate what they can reach directly 
from what instead is reachable by someone else. The conclusion of Rochat 
is clear: since the age of three years, the children can take the perspective of 
others, and are capable of spatial decentralization and flexibility in the spatial 
reference systems depending on the operation to be performed (Rochat, 1995). 

Martin Hughes (Hughes & Donaldson, 1979) argued that the three mountains 
task did not make sense to the children and was made more difficult because 
the children had to match the doll’s view with a photograph. Hughes “devised 
a task which made sense to the child. He showed children a model comprising 
two intersecting walls, a ‘boy’ doll and a ‘policeman’ doll. He then placed the 
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policeman doll in various positions and asked the child to hide the boy doll 
from the policeman”[…]. Hughes showed “that children have largely lost their 
egocentric thinking by four years of age, because they are able to take the view 
of another”(Hughes & Donaldson, 1979). 

The point that seems particularly interesting for the purposes of this work 
is not the disagreement between Piaget and post-piagetian researchers about 
the age at which a child can take the perspective of others. Beyond the age 
parameter, all researchers share the same approach to the definition of “allo-
centric” and “egocentric”. The task of the three mountains requires to take 
the visuospatial perspective of another person. This perspective, albeit about 
a different subject, it is still an egocentric perspective. The three mountains 
task, according to Frith and de Vignemont, is always based on an egocentric 
representation of the object and cannot inform on the ability about taking an 
allocentric perspective by young children (Frith & De Vignemont, 2005). 

This seems to be in agreement with the view of the Vogeley and Fink, ac-
cording to which “the difference between first and third-person perspective is 
that 3PP (Third Person Camera) necessitates a translocation of the egocentric 
viewpoint” (Vogeley & Fink, 2003).

The ability to assume an allocentric perspective, however, is not reducible 
to the mechanical assumption of the position of other persons in the space. 
The central node is the possibility to make a “mental rotation, in relation to 
the environment or to an object in the environment, while maintaining a main 
perspective of the environment in question” (Berthoz, 2011).

Basically, it is to be both yourself and the other. Precisely this is the key 
feature, for Alain Berthoz, of empathy: empathy is a dynamic process that re-
quires a doubling. It is, in short, to adopt an egocentric point of view, but after 
an allocentric manipulation, while inhibiting the emotional contagion, which 
is rather typical of sympathy.

In the words of Berthoz, “if I see someone who has had a bicycle accident 
and suffers, it’s not very useful, if I want to help, that I start to suffer, ” (Ber-
thoz, 2004). 

The spatial manipulation, in this framework, it is one of the cornerstones 
of the concept of empathy.

Alain Berthoz proposed a spatial theory of empathy, based on the human 
ability to intervene on the management of the point of view. According to 
Berthoz,“empathy is important for social relation and to guess the opinions of 
others. Finally, it is essential to rational thinking, because it allows to examine 
the facts and arguments from different points of view. This mental operation 
assumes that you accomplish a sort of mental rotation on themselves, in relation 
to the environment, or an object environment, maintaining a main perspective 
environment in question” (Berthoz, 2011).
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The reflection of to Berthoz, gained in studies of Physiologie du changement 
de point de vue (Berthoz, 2004) is a continuation of the phenomenological 
tradition: “in relation to a modern conception of the philosophical tradition of 
phenomenology and a primary role of cognitive Embodiment” Berthoz sho-
wed “that there is a basic difference between sympathy and empathy. While 
sympathy is akin to an emotional contagion and does not require the subject 
to adopt the point of view of others, empathy requires a dynamic and complex 
manipulation of spatial reference systems” (Berthoz & Thirioux, 2010). 

In fact, this approach represents a reversal with respect to neuroscientific 
perspective that “addressed the question of the neural basis of sympathy and 
emotion via emotional contagion and resonance and do not address the complex 
dynamic mechanisms of empathy” (Ibidem).

In the hypothesis developed at the Collège de France, four processes un-
derlying the empathic relationships were identified:

1. The construction of a coherent perception of our body and its relationship 
with the environment.

2. The ability to resonate with the emotions and perceptions of others.
3. The ability to change the point of view or perspective and move our body 

and our brain in the body and in the brain of others 
4. The ability to abandon the egocentric perspective in order to adopt an 

allocentric perspective, inhibiting the emotional contagion (Ibidem).

Fully, Berthoz hypothesis is that these processes require the contribution 
(albeit not exclusive) of different brain mechanisms involved in spatial percep-
tion, in mental manipulation of the reference systems and in perspective change.

The problem of Empathy, however, is not reducible to spatial information 
management and taking the mechanical of the position of others in the space. 
The central node is being at the same time ourselves and the other, through a 
change of perspective and a form of extra-body experience that separates us 
from our bodies and navigates the bodies of others through our “second self” 
or “mental double”(Berthoz & Petit, 2006) or “doppelgänger” (Brugger, 2002). 

Empathy, then, is not simply reducible to the mirror neuron system, does 
not affect the ability to simulate the action, or the experience or the emotion of 
others, but it concerns the ability to change the point of view while remaining 
ourselves.

4 A Narrative Videogame For The Measurement of Perspective Taking 
Skills

The first aim of a storytelling game on cultural heritage should be to re-
activate short and long-term memory processes welding as much as possible 
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individual memory, collective memory and territory.
The narrative has to be “memorable”: it needs to introduce empathic proces-

ses, stimulate emotions that remain anchored to the memory of the experience 
and meet the expectations of the user. The story enters the deeper dimension of 
bodily and mental perceptions of the user, it stimulates simulation mechanisms 
that allow to live the fictional experience from different points of view.The 
emotion that comes from the immersive experience and from different points 
of view through which it is lived is transformed into a somatic marker capable 
of associating the experience to the artifact thus facilitating comprehension 
and memorization. 

On the basis of the three mountains problem and the subsequent scientific 
debate about the age at which the child acquires the skill of perspective taking, 
in a previous work we have designed and developed a video game aimed at 
measuring the ability of perspective taking. In this game

• the situations requires the user to navigate in three-dimensional space 
through an avatar. 

• the player’s default view is a semi-subjective view, with the avatar seen 
from behind.

• the player addresses three different tasks of increasing difficulty. 

The first two tasks are complementary and have the purpose of measuring 
the perspective taking skills, the third task has the objective of measuring 
mental rotation skills.

 

Fig. 4 – a game screenshot
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A. First Task

In the first task, the player’s avatar is in a park, and has in front of him two 
people. A window shows the point of view of one of these people. The player’s 
task is to click on the person whose point of view is shown in the top window.

The player can select different points of view by pressing a key on the 
keyboard, switching from semi – subjective to subjective view, and from 
subjective to top-down (objective) view.

To access the next task, the player must provide five consecutive correct 
answers.

B. Second Task

In the second task, the player has in front him of only one person. Two 
windows in the upper screen show two points of view, the one of the person in 
the park, and a fake one. The player’s task is to click on the window showing 
the point of view of the person in the park.

C. Third Task

In the third task, the user is struggling with an invisible man. The player 
cannot see the man in the park, but can see, in the top window, what the man 
in the park is seeing. The area of the park has been divided into six zones. By 
moving the mouse, the user can select the area of the park in which he believes 
to be the man whose perspective is shown in the top window

The current stage of development of the game and the related experiments 
are described in (Mangione et al., 2013) and (Di Tore, 2014).

5 From Measurement To Teaching
The created prototype was focused to check the empathy of children but not 

to train their empathy skills. In this work we propose to extend the prototype 
in order to train students and improve their empathy skills.

Empathy, in fact, in the proposed meaning, is a mode of intersubjective re-
lationship and a constant practice. In the words of Boella, it is “an exercise that 
moves through mistakes and attempts, which aims to develop an expertise in 
entering into relationship, without invading the living space of the other while 
avoiding to be overwhelmed by his needs “(Boella, 2006).

In the original video game prototype, tasks are ordered by increasing dif-
ficulty. To avoid bias due to the memory of the scene, the location of objects 
and characters are assigned randomly for each attempt. The number of attempts 
that a user has available for each task varies individually: the task is repeated 
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until the user learning curve stabilizes. The measurement takes into account 
the relationship between successful attempts / total number of attempts. No 
hint is provided to user.

The nature of an educational product has obviously different characteristics: 
for each task, when the user supplies an incorrect solution, the software cannot 
simply continue, indicating the correct solution, but it must provide the user 
with the correct answer and an explanation of the reason why his choice is not 
correct. Therefore, it is interesting that the software supports adaptively the 
user with a series of individualized suggestions.

The feedback used in educational contexts is generally indicated as a crucial 
element for the improvement of knowledge and the acquisition of skills (Aze-
vedo & Bernard, 1995; Shute, 2008; Erhel & Jamet, 2013; Roll et al., 2011).In 
addition to its influence on achievement, feedback is seen as a factor that acts 
on the motivation to learn (Lepper & Chabay, 1985; Narciss & Huth, 2004).The 
adaptive feedback is dynamic and allows you to set different forms and types 
in relation to the characteristics of individual students and their performance 
(Mangione, 2013) The researchers (Dempsey & Sales, 1993; Sales, 1993; Aze-
vedo & Bernard, 1995) have proposed and examined a variety of strategies to 
increase the efficiency of education by adapting to different specific variables.

To do so, we propose to create an ontology framework that is able to descri-
be the game scenes and to infer what facts are true (and why) for each possible 
egocentric point of view of each scene in order to define e generate opportune 
feedback. The proposed system should be able to:

•  Give clues to students when necessary: the system should provide 
clues to students when they ask for help. For example, suppose the stu-
dent does not know what scene to choose when playing in the first task 
of the game. The system should be able to provide clues to conduct the 
student to the solution. An example of clue may be “When identifying 
the perspective of another person you have to think what elements this 
person has in its right and in its left. For example, that tree that is in 
your right is on the left of person 1 and on the right of person 2. If the 
point of view would be the one of person 1, where do you think the 
three should appear?”

•  Provide useful feedback to students: suppose a student is playing the 
first task of the game and choose the wrong person. Then the system 
should be able to say something similar to “Are you sure this person is 
the one that has that point of view. If so, you will appear in the right of 
the scene and not in the left because you are in the right of this person.”.

The ontological framework will be the tool used to provide interaction in the 
system, guiding, using adaptive feedback, the students to the correct solution 
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with incremental pieces of information and explaining why the decisions taken 
by students are right or wrong. 

6 Ontological Framework 
The ontological framework proposed should represent information about 

the tridimensional scenes of the game, including the position of each element 
within the scene from an allocentric perspective and a set of rules that allow 
both inferring what is the egocentric position of the scene elements in arbitrary 
points of view and explaining why the elements of the scene are placed in their 
position from such egocentric perspective. In order to do so, the information 
the ontological framework should contain are:

• Geographical information from the scene: shape, bounds, elements con-
tained, position and possible points of view.

• A set of rules to create an egocentric perspective of a scene for the de-
fined points of view. 

• A set of rules to give clues about how the elements are visualized from 
a given egocentric perspectives

• A set of rules that explain why the elements are visualized in a given 
place from an egocentric perspective.

D. Different ontologies that could be used as a basis of the 
Ontological Framework

The basis of the ontological framework will rely in an ontology that repre-
sents the scenes of the game. Such an ontology should be able to represent a de-
limited area and the set of objects it contains. Some of the main characteristics 
of these elements in the context of the game are their geographical information 
(shape of the scene and position of the different elements). 

Nowadays geographically referenced data is important, and thanks to the 
actual mobile technology it is being widely used and becoming the key to better 
decision-making in business and activities of daily living related to location. 
For example, a study by the Pew Internet and American Life Project (Zickuhr, 
2012) has determined that about 74% of mobile owners use location services 
for getting information about their surroundings. Therefore, location of people 
and their surrounding services have become of great interest and motivated the 
apparition of several geographical ontologies. In the following lines we sum-
marize some of the geographical ontologies that could be relevant to implement 
a game like the one presented in the paper.

The simplest way to represent and manage geographical information about 
scenes would be the use of geographical libraries or databases, such as the Java 
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Topology Suite or the geographical extension of PostgreSQL1 or SQLite2. Even 
though geographic libraries and databases are mature and could be used to im-
plement the proposed videogame, they would not allow to perform inferences. 
Therefore, in these systems the domain knowledge used to give clues to users 
and to convert scenes from an allocentric perspective to an egocentric point 
of view must be represented in the program code instead of in the knowledge 
base, making more difficult to manage and evolve the knowledge of the pro-
posed prototype.

Most of the geographical ontologies deal with touristic information and 
focus in representing touristic points of interest in a map, such as Harmoni-
se Ontology3, which contains around 200 concepts and properties, which are 
mainly focused in accommodation, events, activities, gastronomy, monuments 
and places of interest, or LinkedGeoData (Auer, Lehmann, & Hellmann, 2009), 
which contains geographical data from OpenStreetMap. These ontologies are 
not applicable in our context because they are mainly focused into tourism. 
However, some of the base ontologies they use to represent the location of 
objects could be reused in our context. Examples of them are GeoNames4 and 
the w3c vocabulary for describing the geographic information about points 
(latitude, longitude and altitude)5. 

E. Designing an Ontology for the Ontological Framework

Once detected the different knowledge sources that can be used to represent 
the information of the videogame scenes, the requirements of the proposed 
system should be checked in order to see how these knowledge sources may 
be reused to create the framework ontology. 

As aforesaid, the ontology should contain information about the scene (sha-
pe and bounds) and the elements it contains (elements, their position from an 
allocentric point of view and the allowed points of view). In this first version of 
the prototype we simplify the ontology to represent only a two-dimension ver-
sion of the scene, which is enough to provide the required knowledge support 
to the actual game. The represented scenes will not be based in real scenarios, 
that is no-real information will be used to define them. In the future, it may 
be interesting to extend the game to represent simplifications of the real work, 
such as for example, defining an scene where the Eiffel tower appears or where 
the scenario is a map with different countries. In that case, a touristic ontology, 
as the ones introduced in previous subsection, could be used to represent the 
1 PostGIS: http://postgis.net/
2 SpatiaLITE: http://www.gaia-gis.it/gaia-sins/
3 http://euromuse.harmonet.org/web/guest/23
4 Geonames: http://www.geonames.org/ontology/documentation.html
5 WGS_84 Ontology: http://www.w3.org/2003/01/geo/
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points of interest in the scene and their location.
The kind of scenes that are used in the game follows a certain pattern presen-

ted in figure 5. All scenes may have 3 objects and 3 people. The objects and the 
people may be different, but their location is always the same. Figure 5 shows 
the location of the people in the scene (represented by rectangular shapes); 
the positions of the avatar and of the other two people are fixed. The figure 
also shows the possible placeholders of the objects in the scene. The kinds of 
objects that can appear in the scene are trees, banks benches and streetlights.

Due to the simplicity of the scenes dealt in the game, the elements contained 
in the scene will be represented as points. In further versions lines and polygons 
can be added to provide more sophisticated scenes. 

The possible points of views of the scene are 5, one for each person that is 
within the scene (the camera position coincides with the position of the person’s 
eyes), one that follows the avatar at a fixed distance from behind, and an orbit 
camera for top-down views. Last two cameras are created in order to improve 
the usability and the beauty of the game.

 
Fig. 5 – layout and distribution of the scene.

There are some special relationships that can be added to the ontology to 
define the relationships between the scene objects (within, touches, crosses, 
overlaps). However, most of them are inapplicable due to the fact that all the 
elements in the scene will be represented as points and these relationships does 
not make sense for points, but for lines and polygons. The only applicable rela-
tionship will be within, represented by elementsInTheScene in the ontology, to 
indicate that an element is within a scene. If the scenes would have contained 
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also lines and polygons, such as in (Baumgartner et al., 2010) the use of the 
aforementioned relationships would be advisable. 

Figure 6 shows the ontology that has been created for specifying the geo-
graphy information of scenes. The main classes are Scene and PlaceHolder, 
which respectively represent the scene and the placeholders. A relation about 
the two classes called elementsInTheScene represents the elements that are 
placed within the scene. In our case its cardinality in the PlaceHolder side is 
6 since only 6 elements are allowed in scenes. The position of the elements in 
the scene will be defined by the PlaceHolder class. 

 
According to the kind of element, PlaceHolder may be specialized in human 

and object (HumanPlaceHolder and ObjectPlaceHolder). HumanPlaceHol-
der allows representing the people in the scene, which can be in our case the 
Avatar and non player characters. For each person, we want to know what is 
the direction he/she is looking at, which is represented in the ontology in the 
attribute directionWherePersonIsLooking. The value of such attribute is an 
angle that represents where the person is looking at. Since the direction where 
the human elements are looking is fixed in the game, the value of this attribute 
has been automatically set to 90 and 270 degrees in the classes Avatar and 
NonPlayableCharacter.

Fig. 6 – UML Diagram of the designed ontology.

An object may hide other objects behind it according to the size, shape and 
density of both objects. Therefore, such characteristics should be taken into 
account for ObjectPlaceHolder instances. However, in this preliminary stage, 
we will simplify such process and just use an attribute in ObjectPlaceHolder 
that determines whether the object can hide other objects. Such simplification 
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can be done due to the simplicity of the scenes and the type of objects we use. 
In particular, only tree objects can hide the objects that are behind, so we will 
only have into account this for trees. The ObjectPlaceHolder class has also 
been specialized to indicate the different objects that the scene can contain 
(streetlights, bank bench and trees). 

Note that the classes PlaceHolder, HumanPlaceHolder and ObjectPla-
ceHolder are abstract since the only possible instances come from their subclas-
ses. The ontology has also another integrity constraint that has not been drawn 
in the diagram that determines the distribution of how many object placeholders 
are (3) and how many person placeholders are (1 avatar and 2 NPC).

F.	Defining	some	rules	to	provide	support	and	feddback	to	users

The design of the presented ontology is the first step to be able to give clues 
to players and rationale their elections in the game. Once the scenes are repre-
sented as instances of the ontology they would be able to be queried to infer 
clues and explanations. In order to do so, a set of rules that allow to find out 
what elements are seen for a given egocentric perspective have been created.

The defined rules allow to detect, for a given egocentric perspective, what 
are the elements on the right and on the left, and what is the order of the ele-
ments according to their distance from the point of view. For example, the rule 
that checks whether if a element e1 is closer than another element e2 from a 
human perspective p are the following. 

-- Returns true when e1 is closer that e2 from p per-

spective.

Closer(e1:ObjectPlaceHolder, e2: ObjectPlaceHolder, p: 

HumanPlaceholder):- (p.isTypeOf(Avatar) AND e1.y<e2.y) 

OR (p.isTypeOf(NonPlayerCharacter) AND e1.y>e2.y)

Note that the rule should take into account that the avatar and the NPC are 
looking at the scene from opposite directions. If the scenes of the game evolve 
to provide NPC who looks to different directions, the rule should be modified 
to deal with it. 
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A similar rule can be used to define the elements e that are on the left hand 
(or right hand) of a given human perspective p:

-- Returns true when e is on the left from p perspec-

tive.

SeenInTheLeft(e:ObjectPlaceHolder, p: HumanPlacehol-

der):- isVisibleFrom(e, p) AND (p.isTypeOf(Avatar) 

AND e.x<p.x ) OR (p.isTypeOf(NonPlayerCharacter) AND 

e.x>p.y)

Note that the previous rule should contain a predicate to delete the elements 
that are not visible from a given human perspective; isVisibleFrom(e, p), which 
return true when e can be seen from p perspective.

The previous rules can be used to give clues and explanations to users. For 
example, we can use the closer rule to explain why the distance of elements 
e1 and e2 are different in two different perspectives.

if ( closer(e1, e2, p1) AND 

 closer(e2, e1, p2) AND 

 p1.isTypeOf(Avatar) ) -->

 Say to student 

“Note that your perspective and the one of the chosen 

character are very different. The object” + e1 + “is 

closer than” + e2 + “to you, but it is the contrary 

for the other person. Do you know Why? Turn the came-

ra to see the scene from the top and try to find the 

reason.” 

Conclusion
This work is based on a previous project whose goal was the design of a 

narrative video game aimed at the measurement of the player’s perspective 
taking skills. The purpose of this project is the design of a software aimed at 
training of perspective taking skills in the process of teaching and learning.

The ability to change the point of view is of great importance from the 
cognitive point of view: if, during the critical period in which a “window” for 
this faculty opens, this faculty is not acquired, once the “window” is closed, 
the child will remain locked in an unique view of the others (Berthoz & Jor-
land, 2004). Decety & Lamm emphasize that there is an agreement between 
the various theories on the relationship between perspective taking and em-
pathy: “there is general consensus among theorists that the ability to adopt and 
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entertain the psychological perspective of others has a number of important 
consequences, including empathic concern” (Decety & Lamm, 2009). 

The shift from the scope of measurement to that of training required the 
software to be capable to adaptively suggest effective strategies appropriate 
to the user’s profile.

As part of the ongoing research, the extension of previously existing game 
prototype has been designed through the introduction of a semantic layer aimed 
at the automatic construction of the scenes and at the definition of feedback 
and adaptive prompts in relation to space and user actions.

On this basis, this research is defining an ontology framework that is able 
to describe a scene and to infer what facts are true for each possible egocentric 
point of view of the scene and the reason of its truthiness.

Due to the simplicity in the definition of scenes, in this prototype we will not 
use sophisticated techniques to find out the different egocentric perspectives. 
We will do it conceptually, by very simple rules, and attack this problem in the 
future, as we extend the different scenes to be taken into account in the game.
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