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Abstract 
Artificial intelligence (AI) is the future of mankind, which in positive terms, is compared to 
a "New Industrial Revolution". However, as Ross (2018) points out, the fact that an 
algorithm guides intimate aspects of our lives is shocking.  A utopian but true idea, because 
in everyday life educators are “Translators" i.e. manufacturers of algorithms for teaching 
in the info sphere... If only we thought about search engines, which no longer give only 
information, but explanations, we would realize that society no longer requires skills, but 
rather "Excellence": The new communication belongs to the NLG languages and, 
therefore, the transmission is done through synthetic, standardized and non-compositional 
techniques and by areas...As Languages evolves, "Knowledge" is described by formal 
grammars and entrusted to technologies. The new communication delegates the elevation 
of the languages of Natural Language Generation (NLG) to the mathematical, 
technological and human sciences. The team follows the models: - Scaramuzzino (2016) 
with an explanation of the phono-morphic-syntactic and semantic characteristics of the 
languages LSP; Bernardini (2010) which explains the question of the replacement of L1 in 
L2 for the predictive detection of belonging of the ESP to the LSP. The focal parts of the 
research are: 1) information retrieval through the description of models; 2) retrieval 
techniques and new systems of text retrieval and description of digital intelligences) 3 
conjecture of the epistemological status of ESP and at the same time of belonging to the 
LSP codes.  
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Introduction 

Every Educational Administration worldwide should be aware of the challenges and implications 
that the digital era might entail in the future for the Education setting, thus having to revamping it in 
order to meet such challenges. In doing so, Digital Era will involve a new era in the history of 
Linguistics or Medicine, for example. In that regard, in the context of Skills and Knowledge 
Acquisition for our modern global culture, which skills are necessary for our modern global culture? 
How is this skill gap being solved? 
In doing so, the contribution in question summarizes the efforts of researchers and lecturers around the 
world who, in the areas of their expertise, hypothesize methods, tools and technologies for new 
knowledge and transparent communication. The research methodology is underpinned by the 
"Collaborative" type. The team avails itself of the following collaborations: Javier Julian Enriquez 
(Universitat Politècnica de València, Department of Applied Linguistics), Karen Alkoby Gallaudet 
(University of Washington); Mohammad Ayaz Ahmad (University of Tabuk, Saudi Arabia, Dip of 
Physics) Anastas Ivanov Ivanov Todor Kableshkov (School of Transport Higher, Dip of Mechanics), 
Roberto Capone (University of Salerno), Francesco Saverio Tortoriello (University of Salerno), 
Ritamaria Bucciarelli (University of Siena, DISFUCI), Marianna Greco (MIUR), Samuela Franceschini 
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(University of Venice), Giulia Savarese (University of Salerno), Raffaele Marcone (University of 
Salerno), Francesca Santoro (SIDELMED (Spa) and the contribution in question is the result of a joint 
work, for areas and international experiences The research focuses on mathematical models for the 
description of languages and creates new generation software for the construction of natural languages. 
The team entrusts the hypothesis and the entire validation process to the Popperian model in order to 
heuristically conjecture the moments of transformation, through which, over the centuries, the 
mathematical sciences, with the help of philosophy, psychology, computer science, economics, etc.. 
have raised the languages of Natural Language Generation (NLG) to formal models. In the first phase, 
it reinforces an epistemological framework, which entrusts the logical-mathematical reasoning of the 
LSP-ESP language to mental processes, following the models:- Scaramuzzino (2016) with an 
explanation of the phono-morpho-syntactic and semantic characteristics of the LSP languages; 
Bernardini (2010) which explains the question of replacing L1 in L2. The focal part of the research is 
probabilistic computation, according to Probabilistic latent semantic Analisis (Hofmann, 1999) - The 
work ends with the explanation of Digital intelligences. Our research question is: Is the ESP language a 
NLG language?  We will try to give an answer keeping in mind that the sentence can be reconverted 
into spontaneous or pre-constituted algorithms and an algorithm can be considered a finite logical 
sequence of operations that is subject to mathematical laws. therefore, it can be reconverted into formal 
language and as such complies with the formal code LSP and ... 

1. Analysis and understanding of LSP languages 
It defines the specialized languages by Meeuwisse, A., Scaramuzzino, R. and Swärd, H. (2011). Sub 
codes, micro languages, scientific languages and technical languages are all special languages that can 
be classified strictly, if they have a specific lexicon that designates only concepts, which exist just in the 
relevant disciplinary field; and in the broadest sense, if they don't have a specific lexicon. 
In addition to specific purposes in order to communicate clearly, the speaking communities that use 
these languages, are also easily identifiable socially because they operate in specific scientific or 
professional fields. The double advantage of clarity is therefore obtained by using the specific term and 
reducing the ambiguities deriving, for example, from the use of pronouns, it allows to be identified as 
belonging to the scientific or professional group that shares the particular language ... The specificity, 
therefore, of these languages is a high degree of specialization, belonging to a scientific or professional 
group and a well-defined situational context. 

2. ESP: A language to be defined 
ESP Definition: ESP is the teaching of English to students whose first language is not English but whom. 
...English: esp. English: ESP Example sentences Trends ... ESP. is a written abbreviation for especially. 
The team defines ESP as an acronym mediated and reproducing a professional code NLG. An empirical 
research undertaken by Brindisi, G., Di Santo, L., Salvatore, S., Simonelli, M. A., Dante, V., Bernardini, 
M. G., ... & Di Carlo, L. (2018) on approaches for the study of the English language, at the Department 
of Interpreting and Translation of the University of Naples, shows that in Italian universities, due to the 
high frequency of foreign students in the future, according to Sheldrick, (2015), three forms of English 
could coexist: one that is spoken locally with dialectal influences, a national variety that will be spoken 
at work or at school, and finally the international standard English spoken by foreigners. Therefore, the 
professionals of writing must learn a foreign language with which to confront themselves, a major issue 
for their (future) work. The topic is open because the English language is currently the turbo engine of 
globalization, with the effect of obtaining specialized languages composed of sub-codes, i.e. a micro-
language in the micro-language requires a new culture, for the teaching of the skills and training of the 
global citizen. The LSP language has become increasingly standardized, writing professionals must 
learn a foreign language to cope with a relevant topic, for their (future) work. In keeping with Bernardini, 
S., Ferraresi, A., Russo, M., Collard, C. and Defrancq, B. (2018), they are common, limiting the LSP 
label for both [general purpose English] and [English for specific purposes] and considers it 
inappropriate according to (Fig. 1) 
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and syntagmatic regularities in the case that we consider that it is no longer possible to reduce a standard 
official language code to a list, a long list of individual variations such as Cohen, HY, Miller, C., 
Bitterman, KJ, Wall, NR, Hekking, B., Kessler, B., ... and Sinclair, DA (2004) point out: 

It is no longer possible to imagine a sharp division between one type of patterning which 
behaves itself and conforms to broadly suitable rules, and another which is a long list of 
individual variations, and then to insist that they both create meaning at the same time. The 
patterns which are marginalized by our current attitudes include everything from 
collocation of all kinds, through Firth’s colligations, to the conditioned probability of 
grammatical choices. This is a huge area of syntagmatic prospection. We identify structure 
like compounds, where the assumption is of a single choice, or idioms, although the precise 
identification of these is by no means clear-cut. The likelihood is of there being a continuum 
between occasional, quite independent choices and choices which are so heavily dependent 
on each other that they cannot be separated, and so constitute in practice a single choice 

 

Models that are marginalized by our present attitudes include everything from the placement of all types, 
through the colligations of Firth, to the conditional likelihood of grammatical choices. This is a huge 
area of syntagmatic exploration. We identify structures as compounds, where the assumption is of a 
single of choice, or idioms, even if the precise identification of these is not at all means "clear". It is 
likely that there is a continuum between occasional, fairly independent choices and choices that are so 
heavily dependent on each other that they cannot be separated, and thus would constitute a sort of single 
choice in practice as stated by Brunet, A., Sweeney, L. B., Sturgill, J. F., Chua, K. F., Greer, P. L., Lin, 
Y., ... & Hu, L. S. (2004). Prof. Bernardini does not clarify the continuum of demarcation, which is 
common to LSP-ESP, but which delegates to Biber (2012) the clarification on the common ground 
between corpus linguistics and ESP: 

 

Corpus-based studies generally have key research objectives: 

1. Describe the variants and use of a linguistic word or structure, or 

2) Describe the differences between texts and varieties of text, such as registers or 
dialects. The first objective concerns the classical studies of linguistic variation (for 
example, the choice between active and passive voice), while the second is used to 
investigate the linguistic variation of the text, contrasting the words and grammatical 
structures typical of different texts and varieties. 
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The team mentions a third no less important objective that can be defined by Silberztein, (2005). 
3) The production of Language Resources for the automatic generation of natural language, i.e. the 
development of extensive language resources to develop NLG software in the real world. This research 
involves two communities on the one hand NLG researchers are generally more focused on specific 
technical issues for text generation, where good performance (e.g. recall and precision) is crucial, while 
linguists tend to focus on problems related to the development of exhaustive and precise resources that 
are primarily "neutral" towards any application of NLP (e.g., the development of a language resource 
for the real world) analysis or sentence generation), using various grammatical formalisms such as NooJ, 
Silberztein, M. D. (1994) TAG or HPSG. 
 
3. Corpora for learning NLG languages 

G. Aston argues that for language teaching one has to learn by means of corpora and then get the student 
to learn the phraseology of corpora discourse because: 

 

There is substantial evidence that phraseology is primordial to fluency in speech 
production and reception, particularly in cognitively/affectively demanding contexts 
like interpreting. Yet most second language speakers have limited repertoires of 
phrase logical items, lacking knowledge of their lexico-grammatical, functional, and 
also of their prosodic aspects. Speech corpora which align transcripts with audio 
can readily be constructed from subtitled video materials, and learners can use these 
to view and hear concordance data. Examples are provided for phrase logical items 
documented in a one million-word corpus of talks from the TED – Ideas worth 
spreading (http://www.ted.com.),analysed using Word Smith Tools (Scott 2012). 
Activities for performance with and by learners are also suggested, aimed at 
increasing their phrase logical awareness and expanding their repertoires. 

 

It has been more than twenty years since Sinclair proposed his idea of "idiom principle" (1987:324; 
1991. 101ff) as a central element of the production and understanding of language, based on the use of 
recovered and processed phrase logical elements. They can be composed not only of collocational 
regularity but can also be associated with specific semantic and pragmatic functions. Depending on how 
they are defined (as fixed multi-word sequences or as sequences that allow variability, and as having 
minimum or minimum frequencies of occurrence. In his dissertation, G. Aston reveals how it is 
necessary to acquire phraseology of corpora for the production of a professional communication. DDL 
techniques for teaching foreign language phraseology are in use for future interpreters. Guy Aston 
subscribes to the opinion that phraseology is the key to fluidity in both vocal production and reception, 
particularly in cognitively and affectively demanding contexts such as interpreting. The originality of 
this project lies in the use of a speech corpus for this purpose: a collection a million words of talks of 
the TED - Ideas worth Spreading site that aligns transcripts with audio/video files. With which model 
could we implement these approaches? 

 

4. Filtering Methodologies 

 

where is the average rating of user u for all the items rated by u. 
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5. Discussion and results: Digital Intelligence Acro Word produced by Bucciarelli, P. 
Villari; F. Santoro; F. Terrone; M. Terrone; R. Marcone (© 2017) 

As Javier Julian Enriquez points out: “Consequently, based on both excellent theoretical and empirical 
research, this article illustrates the development and challenges of the applicative approach from a 
pedagogical and technological point of view, which can serve very useful purposes in the 
interdisciplinary field of computational linguistics.". More to the point, this project addresses the 
application domain of computational codes. Having to define a set of possible words that represent the 
code and could be expressed in different languages, the application approach is based on Microsoft ® 
ACCESS. The result is the implementation of two main modules to assist the activities of generation 
and development of coding systems (DEFINER) and to process documents with code in order to obtain 
a fast and reliable translation (PARSER). The development of the project consists of a prototype stage 
of the two modules mentioned above, released in a single DB, necessary for the development of coding 
matrices and the basic characteristics of the parser. The prototype version contains all the basic 
performances identified in the project and related to the coding problem. The prototype will allow the 
development of technical and performance codes and tests of the PARSER, which refers to 
characteristics of the first final version, protection systems, interface, and user-friendliness aspects, etc. 
From the prototype version are evident the two areas of work, "Text" for the activities of drafting and 
translation of documents encoded on the basis of the coding system (formerly called PARSER module) 
and "Encoding" to allow the definition and maintenance of the coding system (activity of the module 
previously called DEFINER). For the writing and translation activity, the "vocabulary" option is 
available, which allows the writing of free text containing codes. Once the text has been prepared, the 
immediate translation of what has been written can be requested according to the coding system 
specified or available through "typewriters “In view of this, these empirical analyses, supported by tests 
of great value, may lead us to support and achieve these results: The results are the following software: 
Type-Race, for the automatic analysis of the text: it is a consultation of the linguistic corpus made in 
education almost to (program). Work tool, a database approach to manage lexicon construction and 
locate token modules in sign languages. Acro-word (human research): a multi-functional software used 
for lexical research and university teaching and consists of a.: a database (WT) transcribed into 
acronyms, called (linguistic corpus), for queries and analysis and "quantitative" reading of a linguistic 
corpus; text file, called (Human search converter) because it implies the presence of a digital operator 
who queries the database and uses the fixed parts in the test that goes to compose, use the acronyms in 
which they need an approval of the parts of the text and converts and transforms where it takes into 
account the specific parts of the text; text file called (beyond the language) for writing and simultaneous 
translation in real time on digital bar. 
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